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• [Current Setting] Current single-view hand-held object 

reconstruction methods typically need 3D ground-truth models for 

supervision, which are hard to collect in real world.

• [Our method] We present MOHO, to exploit Multi-view Occlusion-

aware supervision from hand-object videos for Hand-held Object 

reconstruction from a single image, tackling two predominant 

challenges in such setting: hand-induced occlusion and object's 

self-occlusion.
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[Hand-held Object Reconstruction] 

• Given a single RGB image, DDF-HO predicts a 3D model for the 

object grasped by the hand. It is an essential technique with many 

practical applications, e.g. robotics, augmented and virtual reality, 

medical imaging.

SOMVideo is synthesized with 141,550 scenes with the same 2,772 

objects as the ObMan dataset. Each corresponding occlusion-free 

supervising views are captured from 10 view angles.

Code & Data Paper Cyrus Webpage

Semantic cues by DINO and hand-articulated geometric embeddings: for more stable 

knowledge transferring in the whole synthetic-to-real pipeline.
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